Experimental and computational investigation of vertical upflow condensation in a circular tube
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A B S T R A C T

This study explores the condensation of FC-72 in vertical upflow both experimentally and computationally. An axisymmetric 2-D computational model is used to predict variations of void fraction, condensation heat transfer coefficient, wall temperature and temperature profile across the liquid film. The computed results are shown to effectively capture the observed complex flow characteristics during flooding and climbing film conditions, including the annular film's interfacial waviness, formation of liquid ligaments along the film's interface, and breakup of liquid masses from these ligaments that are either re-deposited onto the film or entrained in the vapor core before moving towards the centerline. The model also shows good agreement with measured spatially averaged condensation heat transfer coefficients and wall temperatures. The predicted temperature profiles across the flow area successfully capture an appreciable temperature gradient at the liquid–vapor interface and saturation temperature in the vapor core.

1. Introduction

1.1. Phase change methods for thermal management applications

The past three decades have witnessed unprecedented increases in the amount of the heat that must be removed from heat dissipating devices and systems, including computer data centers, electric vehicle power electronics, avionics, and directed energy laser and microwave weapon systems [1]. Coupled with stringent weight and volume constraints, the increased rate of heat dissipation meant that conventional single-phase air-cooled or liquid-cooled thermal management systems could no longer safely achieve the heat removal requirements. Through their ability to capitalize upon latent heat content in addition to sensible heat, phase change thermal management systems are ideally suited for high heat density applications. With their ability to increase boiling and condensation heat transfer coefficients by orders of magnitude compared to liquid-cooled systems, phase change systems greatly reduce surface temperatures, and therefore increase the life of both device and system.

The vast majority of recent studies concerning two-phase thermal management have been focused on heat acquisition through evaporation or boiling, while the number of studies addressing heat rejection by condensation is relatively small. And most of the published condensation studies concern vertical downflow, a flow orientation that provides fairly stable condensate film motion aided by gravity. This configuration was explored in great detail by Park et al. [2] both experimentally and theoretically. However, because of volume and packaging constraints, it is impractical to design condensers utilizing the vertical downflow orientation alone. Most condensers adopt a serpentine design, with flow often alternating between vertical downflow and vertical upflow. Therefore, understanding vertical upflow condensation is crucial for the design of condensers used in two-phase thermal management systems.

Vertical upflow condensation is substantially more complicated than vertical downflow because of the opposing influences of vapor shear and gravity on the motion of the condensate film. As indicated in [3], several distinct flow regimes are encountered in vertical upflow condensation. At low inlet flow rates, the liquid film is driven downwards by gravity as the upward vapor shear is too weak to influence the film's motion; this flow behavior is categorized as the falling film regime. Increasing the flow rate causes the flow to transition to an oscillating film regime, corresponding to the liquid film alternating between upflow and downflow. A further increase in flow rate results in flooding, where vapor shear becomes strong enough to just balance the weight of the liquid film, causing the film to begin its ascent. Further flow rate
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increases cause the vapor shear to overcome gravity effects and the liquid film to flow upwards; this behavior is categorized as the climbing film regime.

1.2. Predictive methods for condensation

In general, condensing flows encompass a variety of regimes including pure vapor, annular, slug, bubbly and pure liquid [4], which occur in order of decreasing quality. Given the vast differences in interfacial behavior among these regimes, it is quite difficult to construct universal models for flow condensation. This is why flow regime maps and/or models are constructed for condensing flows [5–8], which serve as a logical starting point for constructing models that are specific to individual regimes.

Of the aforementioned regimes, annular flow has received the most attention by researchers because of its prevalence over the largest fraction of the length of a condensation tube. Such studies include semi-empirical correlations, which are limited in validity and turbulence structures, as well as parameters that can be measured experimentally, such as heat transfer coefficient. A key advantage of computational models is their ability to predict transient behavior, which is absent from correlations or theoretical models.

1.3. Numerical methods for multi-phase flows

Numerical approaches for multiphase system can be grouped into three general categories: Lagrangian, Eulerian, and Eulerian–Lagrangian. The Lagrangian approach involves tracking a portion of the fluid or interface and observing how it behaves. Smoothed-Particle Hydrodynamics (SPH) [26,27] and Particle-in-Cell (PIC) [28] methods have been adopted in conjunction with the Lagrangian approach. Due to the need for complicated grip topologies, the Lagrangian approach has been limited to rather simple flow situations.

The Eulerian approach is simpler and easier to implement, which explains its popularity relative to the Lagrangian approach. The Level-set Method (LSM) [29] and Volume of Fluid (VOF) method [30] are two schemes that have been developed in conjunction with the Eulerian approach. The LSM is capable of capturing curvatures and sharp interfaces accurately, but has issues preserving mass conservation. The VOF method [30] is based on the phase volume fraction, \( \alpha \), of each phase, which has a value between 0 and 1. While this method preserves mass conservation along the interface, it is less accurate than the LSM in determining interface topology. The Coupled Level-Set/Volume of Fluid (CLSVOF) method is based on the LSM, but also employs the VOF method to conserve mass when the interface is advected [31–33].
The third approach combines Eulerian and Lagrangian perspectives. Unverdi and Tryggvason [34] and Tryggvason et al. [35] used this combined Eulerian–Lagrangian approach, which is called the Front Tracking method. This method uses a fixed grid with a moving grid adopted at the interface to take advantage of both the Eulerian and Lagrangian perspectives.

While annular upflow condensation is the specific focus of the present study, recent efforts at the Purdue University Boiling and Two-Phase Flow Laboratory (PU-BTPFL) have been focused on developing predictive tools to tackle interfacial complexities in a number of important phase-change configurations, including heated and evaporating falling films [36,37], critical heat flux in pool boiling [38], flow boiling [39–41], jet-impingement [42,43] and sprays [44,45].

1.4. Phase change models for interfacial mass transfer

Computational modeling of flow condensation requires an appropriate mass transfer model. Three common mass transfer models have been used in the literature. The first model is based on the Rankine–Hugoniot jump condition [46] for energy conservation at the interface. It neglects micro-scale mass transfer, and saturation temperature is manually maintained at the interface. The mass transfer rate is determined from energy conservation at the interface according to the relation

\[ q_i^* = -k_{eff} \nabla T, \quad \bar n = m^* h_{fg}, \]  

where \( m^* \) (kg/m² s) is the mass flux due to phase change at the interface. The volumetric mass source term, \( S \) (kg/m³ s), for the individual phases is determined from

\[ S_k = -S_f = m^* [\nabla z_{lg}], \]  

where \( k_{eff} \) is the effective thermal conductivity determined from the volume fractions and thermal conductivities of the liquid and vapor. In effect, this model assumes all the energy crossing the interface is consumed by mass transfer.

The second model is based on the Hertz–Knudsen equation [47], first developed by Schrage [48], which allows for interfacial jumps in temperature and pressure, where \( T_{sat} (p_1) = T_1 \neq T_{sat} (p_2) = T_2 \). The net mass flux across the interface, \( m^* \) (kg/m² s), is determined by the ratio of the interface-to-vapor and vapor-to-liquid mass fluxes,

\[ m^* = \frac{2}{2 - \gamma_e} \sqrt{\frac{M}{2\pi R}} \left[ \gamma_f \frac{p_2}{\sqrt{T_2}} - \gamma_l \frac{p_1}{\sqrt{T_1}} \right], \]  

where \( R = 8.314 \) J/mol K is the universal gas constant, \( \gamma \) the fraction of molecules transferred from one phase to the other during phase change, and \( 1 - \gamma \) the fraction of molecules reflected at the interface. The subscripts \( c \) and \( e \) in Eq. (3) refer to condensation and evaporation, respectively, and \( \gamma_c = 1 \) represents complete evaporation and \( \gamma_e = 1 \) complete condensation [49]. Many investigators use equal values for \( \gamma_c \) and \( \gamma_e \) by setting \( \gamma_c = \gamma_e = \gamma \) in phase change simulations, and refer to \( \gamma \) as the “accommodation coefficient.” By setting the interfacial temperature equal to \( T_{sat} \), and assuming the heat flux is linearly dependent on temperature jump between the interface and the vapor, Tanasawa [50] simplified Eq. (3) to obtain a modified net mass flux as

\[ m^* = \frac{2\gamma}{2 - \gamma} \sqrt{\frac{M \rho f (T - T_{sat})}{2\pi R T_{sat}^{1/2}}}, \]  

where \( T_{sat} \) is based on local pressure, \( p \), and the volumetric mass source term is determined from

\[ S_k = -S_f = m^* [\nabla z_{lg}]. \]  

This model is applicable only to the liquid–vapor interface, and has been used mostly to tackle evaporating films, condensing films, and film boiling.

Lee [51] proposed a third model that has been widely used in recent flow condensation studies [23–25]. This model is based on the assumption that mass is transferred at a constant pressure and a quasi thermo-equilibrium state, and obtained from the relations

\[ S_k = -S_f = r_i \rho_f \left( \frac{T - T_{sat}}{T_{sat}} \right) \]  

for condensation \((T < T_{sat})\) \( \quad (6a)\)

and

\[ S_k = -S_f = r_i \rho_f \left( \frac{T - T_{sat}}{T_{sat}} \right) \]  

for evaporation \((T > T_{sat}), \quad (6b)\)

where \( r_i \) is an empirical coefficient called the “mass-transfer intensity factor” and has the units of s⁻¹.

1.5. Objectives of study

This study will explore both experimentally and computationally the complex interfacial behavior associated with annular upflow condensation in a vertical circular tube. The computational model will also be used to explore both local and spatially averages of both the heat transfer coefficient and wall temperature. Aside from validating the model against experimental measurements, the phase change model incorporated in the computational model is validated by its ability to capture both saturation temperature in the vapor core and temperature gradient at the liquid–vapor interface.

2. Experimental methods

The data used to assess the accuracy of the computational model are obtained using the PU-BTPFL flow condensation facility depicted in Fig. 1(a). Fig. 1(b) provides a schematic of the flow loop that is used to supply FC-72 vapor to the condensation module. The system consists of three flow loops, a primary FC-72 condensation loop and two water cooling loops. Heat is extracted from the FC-72 first via the condensation module utilizing the first water loop, and again via a separate condenser utilizing the second water loop. Two separate FC-72 condensation modules are used, both utilizing tube-in-tube construction, and within which the FC-72 vapor is condensed by rejecting heat to water that is supplied in counterflow.

Illustrated schematically in Fig. 2(a), the first condensation module is used for heat transfer measurements. Superheated FC-72 vapor is supplied through the inner 304 stainless steel tube and is cooled by water supplied in counterflow through the outer annulus. The inner tube has an 11.89-mm i.d. and wall thickness of 0.41 mm, while the outer tube, also made from 304 stainless steel, has a 22.48-mm i.d. This module features a condensation length of 1259.8 mm. The small wall thickness of the inner tube, coupled with the relatively low thermal conductivity of stainless steel, is intended to minimize axial conduction along the condensation length. Two sets of diametrically opposite type-T thermocouples are attached to the outer surface of the inner tube at 14 axial locations to measure the outer wall temperature. The water temperature is also measured at the same 14 different axial locations. FC-72 pressure is measured at the inlet and outlet of the condensation length. The operating conditions for the condensation module used for heat transfer measurements are provided in Table 1. These are the same conditions used in the computational model.
Shown in Fig. 2(b), the flow visualization module also features a tube-in-tube construction, with the FC-72 flowing through the inner tube and water through the outer annulus. The inner borosilicate glass tube has a 10.16-mm i.d. and a wall thickness of 1.8 mm. The outer polycarbonate (Lexan) plastic tube has an inner diameter of 19.05 mm. This module features a condensation length of 1219.0 mm. The inlets and outlets for the FC-72 and water are fitted with Type-T thermocouples and pressure transducers. Flow visualization is achieved with the aid of a high-speed Photron Fastcam Ultima APX video camera system.

3. Computational methods

3.1. Governing equation

The present study employs the standard two-equation $k-\omega$ turbulence model with shear stress transport (SST) formulation as prescribed in the ANSYS Guide [52], and using a turbulence dampening factor of 10. The methodology used here is similar to that adopted in a recent computational model of evaporating falling films by Kharangate et al. [53] that was proven highly effective at capturing interfacial phase change. The VOF method in FLUENT is used to compute the conservation equations for both liquid and vapor, and also to account for mass transfer between the phases. The continuity equations are expressed as

$$\frac{\partial}{\partial t} (\rho_f u_f) + \nabla \cdot (\rho_f u_f u_f) = S_f,$$

where subscript $k$ refers to either liquid, $f$, or vapor, $g$, and $S$ (kg/m$^3$s) is the volumetric mass source term due to phase change. The momentum and energy equations applied to the combined phases are given, respectively, by

$$\frac{\partial}{\partial t} (\rho u) + \nabla \cdot (\rho u u) = -\nabla p + \nabla \cdot \left[ \mu (\nabla u + \nabla u^T) \right] + \rho g + F_{\text{rel}}$$

and

$$\frac{\partial}{\partial t} (\rho E) + \nabla \cdot (\rho u E + p) = \nabla \cdot (k_{\text{eff}} \nabla T) + Q.$$

Fluid properties are determined from the vapor and liquid properties, weighted by their volume fractions,

$$\rho = \alpha_f \rho_f + \alpha_g \rho_g,$$

$$\mu = \alpha_f \mu_f + \alpha_g \mu_g.$$
and

$$k_{\text{eff}} = \alpha_f k_f + \alpha_g k_g.$$  

(10c)

The specific internal energy, \(E\) (J/kg), in Eq. (9) is determined as

$$E = \frac{\alpha_f \rho_f E_f + \alpha_g \rho_g E_g}{\alpha_f \rho_f + \alpha_g \rho_g}.$$  

(11)

where \(E = c_p E_{\text{sat}}\). The volumetric mass source terms \(S_f\) and \(S_g\) in Eq. (7) are based on the Lee model \[51\], and given by Eqs. (6a) and (6b), respectively. A mass transfer intensity factor of \(r_i = 10,000\) is assumed, which is based on a thorough assessment of the magnitude of this parameter by Lee et al. \[25\] for vertical downflow condensation. The energy source term due to phase change, \(Q\) (W/m³), in Eq. (9) is determined as

Table 1
Operating conditions for the test cases from the experimental study also used in the computational simulation.

<table>
<thead>
<tr>
<th>Test case</th>
<th>(G) (kg/m² s)</th>
<th>(p_{in}) (kPa)</th>
<th>(T_{in}) (K)</th>
<th>(x_{e,in})</th>
<th>(G_{in}) (kg/m² s)</th>
<th>(T_{w,in}) (°C)</th>
<th>(T_{w,out}) (°C)</th>
<th>(q_{wall}^0) (W/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>58.4</td>
<td>104.5</td>
<td>345.3</td>
<td>1.15</td>
<td>55.5</td>
<td>293.1</td>
<td>303.6</td>
<td>-2.15</td>
</tr>
<tr>
<td>2</td>
<td>116.7</td>
<td>108.0</td>
<td>347.7</td>
<td>1.16</td>
<td>92.5</td>
<td>294.4</td>
<td>303.4</td>
<td>-3.10</td>
</tr>
<tr>
<td>3</td>
<td>194.3</td>
<td>114.2</td>
<td>342.2</td>
<td>1.09</td>
<td>154.2</td>
<td>295.1</td>
<td>302.1</td>
<td>-3.85</td>
</tr>
<tr>
<td>4</td>
<td>271.5</td>
<td>124.6</td>
<td>345.0</td>
<td>1.09</td>
<td>215.8</td>
<td>295.1</td>
<td>301.6</td>
<td>-5.23</td>
</tr>
</tbody>
</table>

Fig. 2. (a) Condensation module for heat transfer measurements. (b) Condensation module for flow visualization.
\[ Q = h_0 S_f. \]  

The computational model accounts for vapor shear and the effects of surface tension and molecular viscosity at the film interface. The tangential and normal force equations at the film interface are given, respectively, by

\[ e_i \tilde{n}_j t_i = 0 \]  

and

\[ -p + 2 \mu e_i \tilde{n}_j t_i = \sigma \left( \frac{1}{\mathcal{R}_0} + \frac{1}{\mathcal{R}_2} \right). \]

Volume fraction gradients are used to calculate the curvature terms as per the continuum surface force model proposed by Brackbill et al. [54].

3.2. Computational domain and mesh size independence

Fig. 3(a) and (b) show the geometry adopted in modeling upflow annular condensation, and computational domain details, respectively. Fig. 3(b) also shows the boundary conditions used in the computational model. The flow is assumed axisymmetric and two-dimensional. The width of the domain is half the hydraulic diameter, \( D_h/2 = 5.945 \) mm, and the computational condensation length used is \( L = 0.8 \) m; this length is shorter than the actual length of the experimental test section as thermocouple measurements were only available up to \( L = 0.8 \) m. The actual length of the domain is set longer to avoid any end effects at the outlet. The mesh used has quadrilateral shape with uniform grid size in most of the domain, but with gradual refinement in a region adjacent to the condensing wall to accurately capture the formation of the liquid film and local turbulence as depicted in Fig. 3(b).

Fig. 4(a) shows computed values of the heat transfer coefficient spatially averaged over the region \( 0.2 \) m < \( z \) < \( 0.8 \) m for test case 4 in Table 1 corresponding to \( G = 271.5 \) kg/m² s, the highest mass velocity tested. The region \( z < 0.2 \) m is intentionally excluded from the averaging due to relatively poor prediction in the two-phase developing region by FLUENT as discussed later. Fig. 4(a) shows asymptotic values of the average heat transfer coefficient are realized for mesh sizes below about 10 \( l \) m. In the present study, a minimum size of \( \Delta x = 2 \) \( l \) m is used near the wall, which resulted in a minimum of five cells near the wall within \( y^+ < 5 \). For the same case of \( G = 271.5 \) kg/m² s, Fig. 4(b) shows the variation of wall \( y^+ \) (i.e., \( y^+ \) corresponding the first cell nearest to the wall) along the...
condensing length. The values shown are representative of wall $y^*$ values used to achieve convergence for all the operating conditions given in Table 1.

### 3.3. Initialization and boundary conditions

In both the experiments and computational model, FC-72 enters the circular channel as pure vapor superheated $9–16\,^\circ C$, and inlet velocity is determined as $u = G/\rho_g$ based on inlet conditions provided in Table 1. Turbulence intensity, $I$, is estimated using the following formula derived from an empirical correlation for pipe flows [52]

$$I = u_0/\sqrt{u_0} = 0.16(Re_{Dh})^{-1/8}.$$  

The wall heat flux profile is provided as boundary condition at the wall using user defined functions (UDFs) in FLUENT. The wall heat flux is determined from the local differential sensible heat rise of the cooling water between consecutive waterside thermocouples,

$$q_{wall}'' = \frac{m_w c_{pw}(T_{w,i+1} - T_{w,i})}{\pi D_h (z_{i+1} - z_i)}.$$  

Fig. 5(a) and (b) show, respectively, axial variations of the experimentally determined wall heat flux, and both water and wall temperatures for the four FC-72 mass velocities given in Table 1.

Surface conditions consisting of roughness height, roughness constant and contact angle were set to default values of 0 m, 0.5 and $90\,^\circ$, respectively; a sensitivity study showed these parameters have minimal influence on computed values of the condensation heat transfer coefficient.

As indicated in a recent study by Lee et al. [25], it is very difficult to initiate a continuous liquid film in the upstream developing region of the flow channel. Following their computational technique, a very thin liquid film of thickness $\delta_i$ is initially applied from $z_0$ (where $x_e = 1$) along the entire condensation length to expedite convergence time. Applying this initial thickness to the entire condensation length is crucial for vertical upflow since the combination of a highly turbulent vapor core and gravity opposite to the flow direction would shear the film faster than with vertical downflow. Additionally, phase change models are incapable of predicting the location where liquid film is initiated. To overcome this difficulty, as suggested by Lee et al. an average liquid film thickness is obtained from an annular flow model [55] for the developing length between $z = z_0$ and $z = z_0 + 0.05$ m to determine $\delta_i$. The location $z_0$ corresponding to $x_e = 1$ for each of the four test cases is determined from the simple energy balance

$$x_e = 1 + e_{oil}(T_e - T_w)/h_{fg}.$$  

The calculated initial liquid film thicknesses are in the range of $\delta_i = 35–60\,\mu m$, which are less than 0.6% of the channel diameter. The computed convergent thickness is observed to be significantly greater than the initial thickness estimated from upstream conditions.
4. Computational results

4.1. Interfacial behavior

Interfacial waviness, liquid entrainment and liquid deposition are inherent features of annular flow condensation. Fig. 6(a) shows predicted interfacial behavior for $G = 271.5 \text{ kg/m}^2 \text{s}$ and a segment of the channel centered at $z = 590 \text{ mm}$; individual images in the sequence are $\Delta t = 0.0004 \text{ s}$ apart. The predictions show complicated interfacial behavior in the liquid film along the wall. Waves in the film's interface generate small liquid masses that are first entrained into the vapor core and then deposited back upon the liquid film. Other interfacial features include liquid ligaments from the liquid film that are elongated, creating a necking region, before snapping and being pushed away from the wall. These latter features appear to possess sufficient radial momentum to be pushed towards the centerline rather than be re-deposited upon the wall liquid film. These features are captured in the circular areas in Fig. 6(a), where an elongated liquid protrusion is captured with an adjoining small liquid mass upstream. The small liquid mass is shown being quickly re-deposited upon the wall liquid film, while the liquid ligament jets forward and away from the wall, creating a necking region, before being pinched away and projected towards the centerline. The axisymmetric domain produces vapor

Fig. 6. (a) Computed sequential images of climbing film in outlet region centered at $z = 590 \text{ mm}$ for $G = 271.5 \text{ kg/m}^2 \text{s}$ and $G_w = 215.8 \text{ kg/m}^2 \text{s}$; individual images in the sequence are separated by $0.0004 \text{ s}$. (b) Enlarged view of features in the circular area of the first image in (a). (c) Variation of axial velocity across section A in (b). (d) Variation of radial velocity across section A. (e) Variation of pressure across section A. (f) Variation of axial velocity across section B in (b). (g) Variation of radial velocity across section B. (h) Variation of pressure across section B.
Fig. 7. (a) Experimentally obtained sequential images of liquid film in inlet region (centered at $z = 190$ mm) of flow visualization module with $G = 53.3$ kg/m²/s and $G_w = 73.4$ kg/m²/s corresponding to flooding conditions. (b) Computed sequential images of film at same axial location with $G = 58.4$ kg/m²/s and $G_w = 55.5$ kg/m²/s. Individual images in both sequences are separated by 0.0125 s.

Fig. 8. (a) Experimentally obtained sequential images of liquid film in outlet region (centered at $z = 952$ mm) of flow visualization module with $G = 106.5$ kg/m²/s and $G_w = 97.8$ kg/m²/s corresponding to climbing film flow. (b) Computed sequential images of film in outlet region (centered at $z = 590$ mm) with $G = 116.7$ kg/m²/s and $G_w = 92.5$ kg/m²/s. (c) Computed sequential images of film in outlet region (centered at $z = 590$ mm) with $G = 271.5$ kg/m²/s and $G_w = 215.8$ kg/m²/s. Individual images in all three sequences are separated by 0.0125 s.
radial motion towards the centerline, causing liquid to accumulate around the centerline rather than be dispersed uniformly in the vapor core. The rectangular areas in Fig. 6(a) show liquid breaking away from the centerline region and being projected towards the wall. Overall, the present computations show both the wall and centerline are primary locations for liquid accumulation. Previous
studies on turbulent two-phase flow with entrained bubbles have shown a tendency of the bubbles to move away from the wall because of decreased effectiveness of bubble-induced skin friction drag reduction (BDR) [56]. In another study [57], numerical simulations of liquid droplets in turbulent vapor flow have shown a tendency of droplet migration away from the wall.

The near wall interfacial features discussed in the previous section are explained quantitatively using Fig. 6(b), which depicts an enlargement of features captured in the circular area within the first image in Fig. 6(a). Fig. 6(c)–(e) show local variations of axial velocity, radial velocity and pressure, respectively, across section A in Fig. 6(b), which includes the wall liquid film and extended liquid ligament. The axial velocity profile in Fig. 6(c) shows the liquid ligament lying in the relatively high velocity region of the turbulent vapor core. Fig. 6(d) shows the radial velocity of the liquid ligament is positive, indicating a tendency for the ligament to be projected towards the centerline. Fig. 6(e) shows pressure decreases across the liquid ligament, which is further evidence of the ligament tending to move away from the wall.

Fig. 6(f)–(h) show the local variations of axial velocity, radial velocity and pressure, respectively, across section B in Fig. 6(b), which includes the wall liquid film and small entrained liquid mass. The axial velocity profile in Fig. 6(f) shows this mass lying in the relatively high velocity region of the turbulent vapor core, similar to the ligament in section A. Fig. 6(g) shows the radial velocity of the liquid mass is close to zero but mostly negative, which implies a tendency to be deposited back upon the wall liquid film. Fig. 6(h) shows a local rise in pressure across the liquid mass within a region of mostly increasing pressure away from the wall, another indication of a tendency of this liquid to be deposited upon the wall liquid film.

Fig. 7(a) shows sequential images of FC-72 condensing along the inner wall of the glass tube of the flow visualization test module, centered at \( z = 190 \) mm, for \( G = 53.3 \) kg/m\(^2\) s. Fig. 7(b) shows computed images at the same location for \( G = 58.4 \) kg/m\(^2\) s.
case 1 in Table 1, obtained from the heat transfer measurements test module. As discussed by Park et al. [3], this condition is representative of the onset of flooding according to the Wallis relation [58]. The interface in the flow visualization sequence shows the liquid film exhibiting a combination of small ripples and large waves, with liquid ligaments emanating towards the centerline. The computational images show mostly large waves with liquid ligaments, with smaller ripples superimposed on the large waves.

Fig. 8(a) shows sequential images of FC-72 condensing along the inner wall of the glass tube of the flow visualization test module, centered at \( z = 987 \text{ mm} \), for \( G = 106.5 \text{ kg/m}^2\text{s} \), which correspond to climbing film conditions, as indicated by Park et al. [3]. Because heat flux data from the heat transfer measurements module that are used as boundary condition for the computations are only available up to the last thermocouple location at \( z = 0.80 \text{ m} \), it is impossible to directly compare computed versus flow visualization results for \( z = 987 \text{ mm} \). However, conditions upstream of \( z = 0.80 \text{ m} \) are also associated with climbing film conditions [3].

Fig. 8(b) and (c) show computed images for \( G = 116.7 \text{ and } 271.5 \text{ kg/m}^2\text{s} \), respectively, centered at \( z = 590 \text{ mm} \). Both experimental results, Fig. 8(a), and computed results, Fig. 8(b) and (c), show shear driven flow with the liquid film flowing firmly upwards, with both interfacial ripples and small liquid masses entrained in the vapor core.

### 4.2. Heat transfer results

Fig. 9(a) shows the computed instantaneous variation of the heat transfer coefficient along the flow direction for \( G = 194.3 \text{ kg/m}^2\text{s} \). Notice the large local fluctuations, given the complex interfacial behavior of the thin annular film. These fluctuations are extremely difficult to capture experimentally because of wall temperature dampening provided by the thermal mass of the stainless steel tube. In recent computational studies involving sensible heating [59] and evaporative heating [53] of turbulent free-falling water films, heat transfer plots were comparatively smoother. While free-falling films also exhibit complex interfacial waviness, any wall temperature fluctuations resulting from these waves are greatly reduced by the relatively large thickness of a free-falling film compared to the much smaller thickness of a shear-driven film in annular condensing flows. Interfacial waves in the latter are felt immediately at the wall, while waves in falling films are more remote from the wall.

Hence, it is important to assess the significance of the relatively large fluctuations in Fig. 9(a) by time-averaging the computed heat transfer coefficient results. An averaging time period is defined as

\[
\tau = \frac{L}{U_{in}},
\]

where \( L = 0.8 \text{ m} \) is the modeled condensation length and \( U_{in} \) the inlet vapor velocity of the superheated FC-72. The local condensation heat transfer coefficient is averaged over period \( \tau \) according to relation

\[
h(z) = \frac{1}{\tau} \int_0^\tau h(z, t) \, dt.
\]

Fig. 9(b) shows heat transfer coefficient plots averaged over periods \( \tau, 2\tau \), and \( 3\tau \). Notice the gradual decline in fluctuations that result
from increasing the averaging period. Fig. 9(c) shows the spatial average of the heat transfer coefficient over the region $0.2 \, \text{m} < z < 0.8 \, \text{m}$ is fairly insensitive to averaging period. This proves that the spatial average of the heat transfer coefficient is captured quite consistently, even on an instantaneous basis. This is especially important given the large computational time required to compute an average over a very long period.

### 4.3. Wall and film temperature results

Fig. 12(a)–(d) compare axial variations of computed local time-averaged wall temperature with experimental data for $G = 58.4$, 116.7, 194.3, and 271.5 kg/m$^2$ s, respectively. The time-averaging results can be attributed to the inability of the computational model to accurately capture film thickness and turbulence in the inlet region, while doing a better job as the film gets thicker. In the inlet region, as discussed earlier, the phase change model is not able to initiate the liquid film, leading the authors to use an initial film thickness, $\delta_i$, which affects the accuracy in this region. Nonetheless, the computational model is able to capture the spatially averaged measured values over the region $0.2 \, \text{m} < z < 0.8 \, \text{m}$ quite well as shown in Fig. 11.

Fig. 10(a)–(d) compare axial variations of the computed local condensation heat transfer coefficient, time-averaged over period $\tau$, to experimentally-determined variations for four FC-72 mass velocities of $G = 58.4$, 116.7, 194.3, and 271.5 kg/m$^2$ s, respectively. As indicated earlier, the computations are initiated where $x_e = 1$ rather than the superheated inlet. Overall, there is fair agreement in the downstream region but not the inlet region. Additionally, predictions in the downstream region appear to improve with increasing mass velocity, with $G = 271.5$ kg/m$^2$ s showing the best downstream agreement. Overall, local values are under-predicted upstream and over-predicted downstream for all mass velocities. The deviation between the experimental and computational results can be attributed to the inability of the computational model to accurately capture film thickness and turbulence in the inlet region, while doing a better job as the film gets thicker. In the inlet region, as discussed earlier, the phase change model is not able to initiate the liquid film, leading the authors to use an initial film thickness, $\delta_i$, which affects the accuracy in this region. Nonetheless, the computational model is able to capture the spatially averaged measured values over the region $0.2 \, \text{m} < z < 0.8 \, \text{m}$ quite well as shown in Fig. 11.
period is the same as that used for the heat transfer plots in Fig. 10(a)–(d). For all four cases, the experimental wall temperatures exhibit an almost linear decline with z, while the computational result feature more significant variations, which under-predict the data upstream and over-predict downstream. When compared to the experimental data, predicted wall temperatures are seen to increase along the channel. The under-prediction of heat transfer data in the inlet region and improvement in the downstream region, as discussed earlier, cause a similar trend in the predicted wall temperatures. However, as shown in Fig. 13, the computational model shows good accuracy in capturing the spatially averaged measured wall temperatures over the region 0.2 m < z < 0.8 m. Fig. 14(a)–(d) show, for $G = 58.4, 116.7, 194.3, \text{and } 271.5 \text{kg/m}^2\text{s}$, respectively, temperature variations across the liquid and vapor phases at two axial locations of z = 390 and 590 mm. For the lowest flow rate of $G = 58.4 \text{kg/m}^2\text{s}$, Fig. 14(a), almost the entire cross-section is covered with liquid at both axial locations. Once the flow has changed phase completely to liquid, no more mass transfer can occur as heat is being extracted from the FC-72, which is why the saturation temperature is not achieved across the channel for this lowest mass velocity. Predicting complete phase change to liquid can also be in part a result of the mass intensity factor of $q = 10,000$ being too high for this low mass velocity. In both axial locations of z = 390 and 590 mm, the interfacial temperature for all three higher mass velocities of $G = 116.7, 194.3 \text{and } 271.5 \text{kg/m}^2\text{s}$ is maintained within only ±3°C of saturation temperature. Also for the same three mass velocities, there is an appreciable temperature drop across the liquid–vapor interface. Predicting a temperature across the vapor core close to saturation and capturing a temperature drop at the interface are both crucial to validating the phase change model. These same interfacial temperature trends were captured in recent studies by Kharangate et al. [53] and Lee et al. [25] to validate phase change models for falling film evaporation and downflow condensation, respectively. Kharangate et al. reasoned that the large temperature drop across the liquid film interface is caused by interfacial dampening of eddy diffusivity due to surface tension. The temperature is seen to drop near the center of the channel and is lower than saturation temperature. As discussed in relation to Fig. 6, this is caused by entrained liquid from the wall, where the temperature is lower than saturation, tending towards the center of the channel.

4.4. Future work

Clearly, the present computational model should be improved to more accurately capture liquid entrainment into the vapor core, and reduce the appreciable accumulation of liquid towards the centerline predicted by the present model. These improvements may be achieved by switching from 2-D to 3-D modeling, which has been attempted in a few prior studies [23,24]. Better model validation may also be achieved with better diagnostic measurements, such as simultaneous temperature and interfacial wave measurements [60], as well as the use of micro-particle image velocimetry (µ-PIV) [61] to measure velocity profile within the wall liquid film.

5. Conclusions

This study explored condensation of FC-72 in vertical upflow both experimentally and computationally. The computational model incorporates Lee’s phase change model [51] in FLUENT and is used to predict variations of void fraction, condensation heat transfer coefficient, wall temperature and temperature profile across the liquid film. The key findings from the study are as follows.

1. The computational model is capable of capturing the observed complex flow behavior across the condensing tube, including interfacial waviness, liquid entrainment in the vapor core and liquid deposition upon the film corresponding to flooding and climbing film conditions.

2. The model under-predicts the local measured condensation heat transfer coefficient in the upstream region of the condensation tube and over-predicts downstream. However, the measured spatially averaged condensation heat transfer coefficient is captured with good accuracy.

3. The model also under-predicts the local measured wall temperature in the upstream region of the condensation tube and over-predicts downstream. Nonetheless, the measured spatially averaged wall temperature is predicted quite accurately.

4. Predicted film temperature profiles show an appreciable temperature gradient at the liquid–vapor interface while also maintaining saturation temperature in the vapor core, which help validate the effectiveness of Lee’s phase change model [51] in capturing interfacial mass transfer.

5. Further enhancement of predictive accuracy will require switching from 2-D to 3-D modeling. Equally important is the need for more sophisticated diagnostic tools to measure velocity field and temperature within the wall liquid film, as well as map the film’s interfacial waviness.
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